A Performance Tuning Methodology: From the System
Down to the Hardware - Introduction

Jackson Marusarz
Intel Corporation
ATPESC 2014

Software & Services Group, Developer Products Division

Copyright © 2014, Intel Corporation. All rights reserved. Optimizton
*Other brands and names are the property of their respective owners. ELE y



http://software.intel.com/en-us/articles/optimization-notice/
http://software.intel.com/en-us/articles/optimization-notice/

Why performance profiling?

Project performance tuning for:
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« Reducing direct compute time costs

e Decreasing indirect costs

« Better user/customer experience

If you are not in that business, don't bother
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Project development cycle and performance analysis :I@

“ & Think performance wise (app/sys level)

Prototyping ¢ Choose perf. effective solutions

Implementation ¢ Apply perf. optimization and check results

Testing & Add perf. regression phase to test stage

T Rolease < Collect and analyze perf. related complaints from
users of your product
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Optimization: A Top-down Approach

H/W tuning: OS tuning:
BIOS (TB, HT) gage Sfi_Te
" wap file
Z'emor’l'(l o  RAM Disk
) _etwor / Power settings
§ Disk I/O Network protocols

_ I

" Better application design:
Parallelization

Fast algorithms / data bases

adx3 wa1sAs ‘SO =
( D

Application Programming language and RT libs =
Performance libraries (]

Driver tuning
Tuning for Microarchitecture: n
- Compiler settings/Vectorization é
Processor |La . & ' Memory/Cache usage %
CPU pitfalls S

https://software.intel.com/en-us/articles/de-mystifying-software-performance-optimization
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Performance profiling tools :

Level wise selection ( intel

System System profiler OS embedded
Universal (for OS, HW) Windows: Perf mon, Proc mon
Proprietary (OS+HW) Linux: top, vmstat, OProfile
Application Supported languages Windows: WPT, Xperf, VTune
.Net/C#, Java Managed: .Net, Java tools, VTune
IDE based : : :
Python, Java Script, HTML Linux: gprof, Valgrind, Google
Command Line C, C++, Fortran perftools, Crxprof, VTune
Microarchitcture

Provided by CPU/Platform manufacturer
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Performance profiling tools :

Level wise selection ( intel

System System profiler OS embedded
Universal (for OS, HW) Windows: Perf mon, Proc mon
Proprietary (OS+HW) Linux: top, vmstat, OProfile
Application Supported languages Windows: WPT, Xperf, VTune
.Net/C#, Java Managed: .Net, Java tools, VTune
IDE based : : :
Python, Java Script, HTML Linux: gprof, Valgrind, Google
Command Line C, C++, Fortran perftools, Crxprof, VTune
Microarchitcture

Provided by CPU/Platform manufacturer

Tools are essential for efficient performance analysis.

o
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Optimization: A Top-down Approach

H/W tuning:
BIOS (TB, HT)
Memory
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Swap file

- RAM Disk

Power settings
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System Tuning

(intel’

Who: System Administrators, Performance Engineers, Machine Owners, etc...

How:
e Benchmarks

e Stream: www.cs.virginia.edu/stream/
e Numerous FLOPS benchmarks

* Network/MPI Benchmarks: www.intel.com/go/imb
* <insert your favorite here>

e Tools

* vmstat, top, sysprof, iostat, sar, Task Manager, etc... ® %
» Many vendor/platform specific tools

* Fixes
 Upgrade Hardware - $$$
* Check BIOS and OS configurations

* Prefetchers, NUMA, Memory Configuration, Power Management, SMT
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System Tuning :intel‘

Who: System Administrators, Performance Engineers, Machine Owners, etc...

How:

 Benchmarks
« Stream: www.cs.virginia.edu/stream/
* Numerous FLOPS benchmarks
* Network/MPI Benchmarks: www.intel.com/go/imb
* <insert your favorite here>

 Tools
* vmstat, top, sysprof, iostat, sar, Task Manager, etc... ® %
« Many vendor/platform specific tools

 Fixes
 Upgrade Hardware - $$$
* Check BIOS and OS configurations
* Prefetchers, NUMA, Memory Configuration, Power Management, SMT

This is often outside the capabilities of most users
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Optimization: A Top-down Approach

H/W tuning: OS tuning:
BIOS (TB, HT) gage Sfi_Te

§ wap file
Memory ~ RAM Disk

Network I/0
¥ Disk I/O

Power settings
Network protocols

| I
" Better application design:
Parallelization

Fast algorithms / data bases
Programming language and RT libs
Performance libraries

Driver tuning
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Application Tuning

=
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Who: Software Developers, Performance Engineers, Domain Experts

How:

*  Workload selection
* Repeatable results
* Steady state

Define Metrics and Collect Baseline
Wall-clock time, FLOPS, FPS
*  <insert your metric here>

Identify Hotspots
* Focus effort where it counts
e Use Tools

* Determine inefficiencies
* Isthere parallelism?
* Areyou memory bound?
*  Will better algorithms or programming languages help?

This step often requires some knowledge of the application and its algorithms
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Application Tuning :
Find Hotspots

* This could be at the module, function, or source code level
* Determine your own granularity

S opreport ——exclude-dependent ——-demangle=smart —--symbols “which lyx
CPU: PIII, speed 8¢3.15%5 MHz (estimated)
Counted CPU CLE UNHALTED events (clocks processor is not halted) with a unit mask of 0x00 (No unit mask)

VIma samples % symbol name

081lec574 5016 B.5096 _BEb tree<unsigned short, pair<unsigned short const, int>», unsigned short .
0810cdec 3323 5.6375 Paragraph: :getFontSettings (BufferParams const&, int) const
081319d8 3220 5.4627 LyXText: :getFont (Buffer const*, Paragraph*, int) const
080=4548 3011 5.1082 LyXFont::realize (LyXFont constéa)

080e3d78 2623 4.4459 LyXFont: :LyEFont ()

0B1255a4 1823 3.0827 LyXText: :singleWidth (BuffervView*, Paragraph¥*, int, char) const
080e3cf0 1804 3.08605 operator==(LyXFont::FontBits const&, LyXFont::FontBits consts)
081128e0 172% 2.9332 Paragraph: :Pimpl: :getChar (int) const

081ed0Z20 1380 2.3412 font metrics::width (char const*, unsigned, LyXFont consta)
08110de0 1310 2.2224 Paragraph: :getChar (int) const

081lebcS4 1227 2.0818 gfont loader::getfontinfo (LyXFont consts)

oprofile: http://oprofile.sourceforge.net/
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Application Tuning :
Find Hotspots

* This could be at the module, function, or source code level
« Determine your own granularity

EoE]
File View Help
b Start |Profi|e Q& [ Sa\.re As Samples: 1300
Functions | Self |T0ta| - | ﬂ Descendants | Self | Cumulative & | =
g:idle_t;ispatch ol e < [lusr/XL1R6E/bin/X] 0.00 42.08
g_signal_emit_valist 054 4523 - _start 0.00 42.08
g_signal_emit 008 4515 = _ libc_start_main 0.00 42.08
signal_emit_unlocked_R 046 4423 <7 Gl g LI
g_closure_invoke 0.08 4369 ~ Dispatch 0.15 ke
_start 000 4208 I ProcRenderCompositeGlyphs 0.23 9.77
[/UST/X11R6/bin/X] 000 4208 I ProcPolyFillRectangle 0.00 7.46
main 000 4208 I WaitForSomething 015 6.77
Dispatch 015 4192 I ProcessinputEvents 0.00 4.69
gtk_main_do_event 000 3808 | i b ProcCopyArea 0.08 362 =
gtk_widget_event_internal 008 3731 j: b ProcConfigureWindow 0.00 LiE
““““ b FlushAllOutput 0.00 108
EIES |Se'f |T°ta' ‘l b ProcSetClipRectangles 0.08 085
<spontaneous> 0.00 4208 b ProcPolySegment 0.00 0.77
I 777 [Jusr/X11R&/hin/X] 0.54 0.69
I ProcShmDispatch 0.00 0.45
I ProcChangeGC 0.00 0.45
StandardReadRequestFromClient 0.38 0.38
I ProcCreatePixmap 0.00 0.38
I ProcRenderComposite 0.00 0.38
I ProcRenderFillRectanales 000 038 LI

sysprof: http://sysprof.com
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Application Tuning :
Find Hotspots

* This could be at the module, function, or source code level
* Determine your own granularity

Grouping: | Function f Call Stack v L &
. CPU Time by Utilizations G Wait Time by Utilization Overhead and Thread Start *
funcliogifGall Stack Spin Time Oversubscription Module Address bun
O Idle @ Poor 0 Ok @ Ideal @ Over Didle @ Poor 0Ok B Ideal B
= grid_intersect | s0: 2 Ew | oI 3 tachyon_omp.oxe grid_intersect
F. intersect_objects sox-[ 0= 4.291s 3_tachyon_omp.exe Oxd02130 intersect_objects(struct ray *)
. grid_intersect < intersect_objects 0.2?65'] i3 0.237s 3_tachyon_omp.exe 0xd0cTF0 grid_intersect
[l sphere_intersect 3.5-425-:- Os 2.914s 3_tachyon_omp.exe Ox40acal sphere_intersect
F. grid_intersect - 0= 2.914s 3 _tachyon_omp.exe Oxd0cTf0 grid_intersect
= SwitchToThread 0.926s () 0.986s 0.901s KERMELBASE.dII 0x10047e49  SwitchToThread
. videounext_frame < thread_trace+ _kmp_inwvi| 0.811s -] 0.811s 0.727s 3_tachyon_omp.exe Oxd02770 video:next_frame(void)
. video:main_loop © main < WinMain< _tmain 01755 0.1753s 0.173s 3_tachyon_omp.exe Ox402990 video:main_loop(void)
#_kmp_launch_thread 0.874s 0 2.104: [ 0.874s 0.008s libiompSmd.dl 0x1004b0d0 _kmp_launch_thread
# grid_bounds_intersect O.ZQ?S[' s 0.2153s5 3_tachyon_omp.exe Oxd0cdf0 grid_bounds_intersect
[#shader 0.106s | 0= 0.066s5 3_tachyon_omp.exe Ox406b50 shader(struct ray )
# GdipDrawlmagePointRect! 0.098s | Os 0.098s gdiplus.dil 0100680336 GdipDrawlmagePointRect!
[# posgrid 0.000s Os 0.074s 3_tachyon_omp.exe Ox40cd1D  pos2grid
[# Raypnt 0.073s| Os 0.073s 3_tachyon_omp.exe Ox406610  Raypnt(struct ray *,double)
[Ftri_intersect 0.05?s| i3 0.048: 3_tachyon_omp.exe Cd0b340 tri_intersect
[# camray 0.048s | Os 0.038s 3 tachyon omp.exe Oxd01c70 camray(struct scenedef *int.in
Selected 1 row(s): 5.360s 0s 4.527s ]
< >« >

Intel® VTune™ Amplifier XE: http://intel.ly/vtune-amplifier-xe
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Application Tuning

Find Hotspots

This could be at the module, function, or source code level

O, | | Assembly grouping: | Address

CPU Time: Total by Utilization

@ idle @ Poor 0Ok @ Ideal @ Over
0.020s |

0.011s|

0.019s |

0.232s I

0.030s [

200- (T N
eIk N |

0.577: I

0.605s 1IN

0.014s |
0.036s

(]
* Determine your own granularity
Source || Assembly | D |
i?IIA Source
558 cur = cur->next;
559 }
560 CUrVOX.X += Step.X;
561 if (ry->maxdist < tmax.x || Curvox.x == out.x)
562 break;
563 voxindex += step.x;
564 tmax.X += tdelta.x;
563 curpos = nXp;
566 n¥p.®x += pdeltaX.x;
567 n¥p.y += pdeltaX.y;
568 n¥p.z += pdeltaX.z;
569 }
570 elge if (tmax.z < tmax.y) {
571 cur = g-»cells[voxindex];
572 while (cur != NULL) {
573 if (ry->mbox[cur->obj->id] != ry-»serial) |
574 ry->mbox [cur-»ob]->id] = ry->»serial;
575 cur-»obj-»methods-»intersect (cur-»ochj, ry):
576 }
577 CuUr = Cur->next;
578 }
579 CUrvoX.z += 3tep.z;
580 if (ry-»maxdist < tmax.z || curvox.z == ocut.z)
581 break;
582 voxindex += step.z*g->xsize*g->ysize;

(intel.

Software

Products

Selected 1 row(s):

2.020s

Highlighted & row(s):

Addressa SE.ur... Assembly CPU Time: Total by Utilizaticn
ine

iOxedDcd21 573 cop dword ptr [eax+edx*d4], ecx

0x40cd24 573 jz 0x40cd3d <Block 49> 0.011s|

Ox40cd26 Block 47:

(edlcd26 574 mov edx, dword ptr [esi+0xd] 1.0135-:_

Ox40cd29 574 mov edx, dword ptr [edx] 0.137: 1T

Oedlcd2b 574 mov dword ptr [eaxt+edx*4], ecx 0.0585.

wd0cdZe 575 mov eax, dword ptr [esi+0xd] 0.103;']

Owd0cd31 573 mov ecx, dword ptr [eax+0x8] 0.03?5']

(edlcd34 575 mov edx, dword ptr [ecx] 0.0d?s[l

Ox40cd36 573 push edi 0,032 )

0xd0cd37 | 575 push eax 0.072s ]

0d0cd38 575 call edx o275 [T

0x40cd3a Block 48:

Oxd0cd3a 575 add esp, 0x8 0.020s)

0x40cd3d Block 49:

(edlecd3d 577 mov e3i, dword ptr [esi] 0.5515-:.

OxdDcd3f | 577 test esi, esi 0.145s [T

Owd0cdd1 577 jnz 0Oxd0cdlé «Block 46>

0x40cd43 Block 50:

(edlcd43 572 movad xmm0, gword ptr [esp+0xT7E] 0.0305[|

(edlcdd9 572 mov eax, dword ptr [esp+0xdE] 0.0DDS|

Ox40cd4d Block 51:

Owd0cddd 579 mov ecx, dword ptr [esp+0x5E]

Owd0cd51 | 579 add dword ptr [esp+0x40], ecx 0.0MSH

OxdDcd55 | 580 comisd xmm0, gword ptr [edi+0x48]

Intel® VTune™ Amplifier XE: http://intel.ly/vtune-amplifier-xe
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Application Tuning

Find Hotspots

This could be at the module, function, or source code level

O, | | Assembly grouping: | Address

CPU Time: Total by Utilization

@ idle @ Poor 0Ok @ Ideal @ Over
0.020s |

0.011s|

0.019s |

0.232s I

0.030s [

200- (T N
eIk N |

0.577: I

0.605s 1IN

0.014s |
0.036s

(]
* Determine your own granularity
Source || Assembly | D |
i?IIA Source
558 cur = cur->next;
559 }
560 CUrVOX.X += Step.X;
561 if (ry->maxdist < tmax.x || Curvox.x == out.x)
562 break;
563 voxindex += step.x;
564 tmax.X += tdelta.x;
563 curpos = nXp;
566 n¥p.®x += pdeltaX.x;
567 n¥p.y += pdeltaX.y;
568 n¥p.z += pdeltaX.z;
569 }
570 elge if (tmax.z < tmax.y) {
571 cur = g-»cells[voxindex];
572 while (cur != NULL) {
573 if (ry->mbox[cur->obj->id] != ry-»serial) |
574 ry->mbox [cur-»ob]->id] = ry->»serial;
575 cur-»obj-»methods-»intersect (cur-»ochj, ry):
576 }
577 CuUr = Cur->next;
578 }
579 CUrvoX.z += 3tep.z;
580 if (ry-»maxdist < tmax.z || curvox.z == ocut.z)
581 break;
582 voxindex += step.z*g->xsize*g->ysize;

Selected 1 row(s):

2.020s

Highlighted & row(s):

Addressa SE.ur... Assembly CPU Time: Total by Utilizaticn
ine

iOxedDcd21 573 cop dword ptr [eax+edx*d4], ecx

0x40cd24 573 jz 0x40cd3d <Block 49> 0.011s|

Ox40cd26 Block 47:

(edlcd26 574 mov edx, dword ptr [esi+0xd] 1.0135-:_

Ox40cd29 574 mov edx, dword ptr [edx] 0.137: 1T

Oedlcd2b 574 mov dword ptr [eaxt+edx*4], ecx 0.0585.

wd0cdZe 575 mov eax, dword ptr [esi+0xd] 0.103;']

Owd0cd31 573 mov ecx, dword ptr [eax+0x8] 0.03?5']

(edlcd34 575 mov edx, dword ptr [ecx] 0.0d?s[l

Ox40cd36 573 push edi 0,032 )

0xd0cd37 | 575 push eax 0.072s ]

0d0cd38 575 call edx o275 [T

0x40cd3a Block 48:

Oxd0cd3a 575 add esp, 0x8 0.020s)

0x40cd3d Block 49:

(edlecd3d 577 mov e3i, dword ptr [esi] 0.5515-:.

OxdDcd3f | 577 test esi, esi 0.145s [T

Owd0cdd1 577 jnz 0Oxd0cdlé «Block 46>

0x40cd43 Block 50:

(edlcd43 572 movad xmm0, gword ptr [esp+0xT7E] 0.0305[|

(edlcdd9 572 mov eax, dword ptr [esp+0xdE] 0.0DDS|

Ox40cd4d Block 51:

Owd0cddd 579 mov ecx, dword ptr [esp+0x5E]

Owd0cd51 | 579 add dword ptr [esp+0x40], ecx 0.0MSH

OxdDcd55 | 580 comisd xmm0, gword ptr [edi+0x48]

This may reinforce your understanding of the application but often reveals surprises

(intel.
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Application Tuning Crel

Resource Utilization ( inie

* |s the application parallel?
e Multi-thread vs. Multi-process
« Memory Bound?

up B7+22:458:43  14:44: 15

5 \ imterrupt, 73.1% idle

IHU|+ A . ] Cache, 112M Buf, 11M Free
M Used, 4: Z
PID USEEHAME THRE PPI HIIE HIPU COMMAHD
php-coi
php-cogi
postores
php—ﬂgi
php-cgi
php-cgi
php-cgi
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Ll
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shwait
shwait
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Application Tuning :

Resource Utilization

* Is the application parallel?

e, e lel
OMP Waorker Thread #1
OMP Worker Thread #2
thread_video (TID: 5712
OMP Worker Thread #3
WinMainCRTStartup (TI
func@x100097Fe (TID:

Thread

CPU Usage

Thread Concurrency

»»

(®) CPU Usage Histogram

This histogram displays a percentage of the wall time the specific number of CPUs were running simultanecusly.

(%) Elapsed Time: 6.107s

be higher than the Thread Concurrency level if a thread is executing code on a CPU while it is logically waiting, Tr Total Thread Count: &
possible. -

2.5 Overhead Time: 0=
2 Spin Time: 1.909s

A significant portion of CPU time is spent waiting.
implementation (for example, by backing off then

Elapsed Time
R
| _____Aveage | |
bﬁ@.ﬂ! Concurrency |

CPU Time: 12.029s
0.55 Paused Time: 0=
N [ |
1 2 5
| ok | Ideal [ Over

0 ) O
Simultanecusly Utilized Logical CPUs

Ei@ Software & Services Group, Developer Products Division
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Application Tuning :

Resource Utilization

 Memory Bound?

Welcome r001bw  x

M Bandwidth - Bandwidth £ © Intel VTune Amplifier XE 201
@ Analysis Target Analysis Type M Collectionlog = B Summary
e 0.55 15 15 [1.9%3] 28 3 3.5 + 4.5 5 5.5 65 < |\ Bandwidth, GB/sel
X 1 i f Bk Baodwidth, ¢
-5 201 - -
package_0 - (] Read Bandwidth, (
& 5 ik Read Bandw
B_ . 201
8
;
-5 178 ;]
§ packags 0
8 178
% packages_1
© package_1
§ Read Bandwidth, GB/sec
4.09% -
‘J e

Grouping: IFm(tnon JColl Stack

Function | Call Stack P, w W Instructions R, | CP1 .., | Load Mz, Module Function (Fu

sk _ar 0.147¢ 86,000,000 2.326 0O matrix.exe ik _ser

*KeSetTimer 0.02% 4,000,000 11,500 0 ntoskanl.exe  KeSetTmer
*#KeSynchronizeExecution 0.018s 2,000,000 15,000 0 rtoskand.exe  KeSynchronzeExeoution

# PsGarCurrent ThreadWin32 ThreadAndEnter Crtx slRegion 0.015s 5,000,000 3.250 10,000 ntosknl.exe  PsGetCurrent TheeadWin32Theead
* KelpdateRunTiens 0.015¢ 8,000,000 3.750 0 ntoskinl.exe KelpdateRunTme
*KeRemoveQueuetx 0.0085 2,000,000 5,000 0 ntoskenl.exe  KeRemoveQueuwsEx

#Exf AcqurePushlLodhExchusive 0.008s 8,000,000 3.250 40,000 ntosknl.exe  ExfAcquirePushlockExdusive

* SeAccessChackWithHint 0.0065 8,000,000 1.250 10,000 rroskynl.exe  SedccassCheckWithiHink

Selacted | rowds): | 83.222¢ 43.082.000.000° 5,623 206.890.000

* Know your max theoretical memory bandwidth

[in/teb Software & Services Group, Developer Products Division
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Application Tuning :

Resource Utilization

MPI applications have added communication complexity

& File Options  Project  Windows Help

View Charts MNawvigate Adwvanced Layout

- EI 69.173 734 - 69.372 292 : 0.198 558 W ? all_Nodes  # mMajor Function Groups

iz .30

Application MapplidApApplication mppliddpApplication MapplidApapplication MapplidApApplicatio

_— . _— 7 _— | ________________— | /

node 1-rmicO NG Sk AFPLApplication 1AMPI tApplic I AP tApplication I AMPL AApplication|

node 1-mic 1B G & MPL Application 1 MPI sapplication & MPI tApplication & MPL tApplication

Application sapphdapApplication Mapphiapapplication A catio rapplidapapplication

|4 MPT tApplic
Application rapplidApApplication NapphiapApplication

node 3-micO I {AfPL:Application AMPI tapplication I apPI Lapplication

AMPLApplicatio |ayMPItApplicatio aMPIapplic

node4

node4-mico i AFPLApplication BSMPT sApplicatio I AP tApplication AMPI Application

node<4-micild aMPLApplication & MPT tApplication & MPI tApplication & MPL sApplication

69,2421 s

Intel® Trace Analyzer and Collector: http://intel.ly/traceanalyzer-collector

Ei@ Software & Services Group, Developer Products Division

Products

i ion. i . Optimization
Software Copyright © 2014, Intel Corporation. All rights reserved

*Other brands and names are the property of their respective owners.



http://software.intel.com/en-us/articles/optimization-notice/
http://software.intel.com/en-us/articles/optimization-notice/
http://intel.ly/traceanalyzer-collector

Application Tuning
What's Next?

» If your Hotspots are common algorithms:
* Look for optimized libraries

* If your Hotspots are uncommon:
« Compiler optimizations
« Expert analysis and refactoring of an algorithm
« The opposite of “low-hanging fruit”
« Deeper analysis of hardware performance
* More on this later

» If the system is underutilized:
* Add parallelism - multi-thread or multi-process
« OpenMP, TBB, Cilk, MPI, etc...

Tools can help you determine where to look and may identify some issues.

Some tools may provide suggestions for fixes.

In the end - the developer and/or expert has to make the changes and decisions — there is no sliver
bullet.

V V VY

[in/teb Software & Services Group, Developer Products Division
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Optimization: A Top-down Approach

H/W tuning: OS tuning:
BIOS (TB, HT) gage Sfi_Te
" wap file
Z'emor’l'(l o  RAM Disk
) _etwor / Power settings
§ Disk I/O Network protocols

. I

" Better application design:
Parallelization

Fast algorithms / data bases
Programming language and RT libs

adx3 wa1sAs ‘SO =
( D

Performance libraries 8
Driver tuning
Tuning for Microarchitecture: n
- Compiler settings/Vectorization é
Processor |La . & ' Memory/Cache usage %
CPU pitfalls S

Ei@ Software & Services Group, Developer Products Division
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Microarchitecture Tunin . :
| | u uning :lntel

Who: Areaidtectvrelqperts

Software Developers, Performance Engineers, Domain Experts

How:
* Use architecture specific hardware events
* Use predefined metrics and best known methods

* Often hardware specific
* (Hopefully) provided by the vendor

« Tools make this possible for the non-expert '
: S
* Linux perf
* Intel® VTune™ Amplifier XE

* Follow the Top-Down Characterization
* Locate the hardware bottlenecks
*  Whitepaper here: https://software.intel.com/en-us/articles/how-to-tune-applications-
using-a-top-down-characterization-of-microarchitectural-issues

Now we're getting into Intel specific tuning

S

Software & Services Group, Developer Products Division
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Introduction to Performance Monitoring Unit : *
(PMU) (inte

e Registers on Intel CPUs to count architectural events
— E.g. Instructions, Cache Misses, Branch Mispredict

« Events can be counted or sampled
— Sampled events include Instruction Pointer

« Raw event counts are difficult to interpret
— Use a tool like VTune or Perf with predefined metrics

Software & Services Group, Developer Products Division
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Raw PMU Event Counts vs Metrics intel

Grouping: | Function / Call Stack v L
Function / Call Stack
CPU_CL..w¥ CPU_CLKU.. INST_RETIRE.. L1D_PEND_.. OFF.. BRMISP.. CPU_CLKU.. CYCLEAC.. CVCLEAC.. DTL.. DTLBLO.. DTLBL.. DTL.. DTLBST.. DTLES.. ICACH..
13,604,020,406| 14,118,021,177 12,572,018,858] 6,344,000,516 52,001,170] 14,924,022,386] 5,408,008,112 4,264,006,396 234,000,351 26,000,039
[ sphere_intersect 8,706,013,059 9,134,013,701 8494012741 4238,006357 0 15,600,351 9,464,014,196 3,016,004,524 2808004212 0 104,000,156 26,000,039 0 10,400312 0
& grid_bounds_intersect 934,001,476 1,004,001,506 672,001,008 104,000,156 0 15600351 962,001,443 312,000468 286000429 0 0 0 o0 0 0
[ _kmp_end_split_barrier 676,001,014 624,000,936 460,000,690 0 o 0 0 0 0 o 0 0 o 0 0
[ _kmp_x26_pause 228,000,342 224,000,336 122,000,183 0 0 10400234 0 0 0 o 0 0 o 0 0
[ shader 216000324 242,000,363 142000213 104000156 0 0 208,000,312 104,000,156 52000078 0 0 0 0 2600078 0 '
I Raypnt 206000309 210,000,315 208,000,312 0 o 0 234000351 52000078 78000117 0 0 0 o 0 260003
i pos2grid 204000306  248,000372 180,000270 26000038 0 0 390,000,585 26,000039 52000078 0 0 0 o 0 0 '
[ tri_intersect 163,000,252 203,000,312 180,000,270 0 0 0 104,000,156 78,000,117 52,000,078 0 52,000,078 0 0 0 0
1 VScale 124,000,186 126,000,189 164,000,246 o0 o 0 234,000,351 52,000,078 o0 o 0 0 o0 0 0
I _kmp_yield 06,000,144 98,000,147 200,000,300 0 o 0 0 0 0 o 0 0 o 0 0
T Selected 1 row(s): | 13,604,020,406| 14,118,021,177  12,572,018,858| 6,344,009,516 0| 52,001,170 14,924,022,386  5408,008,112 426400639 0 234,000,351 26,000,039 0 7,800,234 0
£ > | €
Grouping: | Function f Call Stack
kS Filled Pipeline Slots Unfilled Pipeline Slots (Stalls)
Front-end Bound
Function / Call Stack Clocktic...w '”sg”.d'z”s F,CLP' R T’"E'}XI - Bad
etire ate elability Retiring el Back-End Bound Front-End Front-End
Latency Bandwidth
14,118,021,177 12,572,018,858 [REIREEY 0.946 0.246 0.033 [ 0.063 0.012
sphere_intersect 9.134.013,701 8494012,741 1.075 0.965 0.250 0.065 0.619 0.057 0.009
[ grid_bounds_intersect 1,004,001,506 672,001,008 1.4%4 0.958 0.227 0.000 0.715 0.104 0.000
[ __kmp_end_split_barrier 624,000,936 460,000,690 1.357 0.000 0.000 0.000 0.792 0167 0,042
pos2grid 248,000,372 180,000,270 1378 0.636 0.367 0.000 0.633 0.000 03
[ shader 242,000,363 142,000,213 1.704 0.860 0322 0.000 0.946 0.000 0.027
B __kmp_x86_pause 224,000,336 122,000,183 1.836 0.000 0.000 0.000 0,97 0.000 0.029
[ Raypnt 210,000,315 208,000,312 1.010 0.897 0.093 0.279 0.567 0.000 0.062
Selected 1 row(s):| 14,118,021,177| 12,572,018,858 1.123 0.946 0.246 0.033 0.647 0.063 0.012

Ei@ Software & Services Group, Developer Products Division
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Adding Regression Tests for Performance

(el

« Regression testing isn't just for bugs

1. Create a baseline performance characterization

2. After each change or at a regular interval
1. Compare new results to baseline
2. Compare new results to previous results
3. Evaluate the change

3. goto (1)

« Performance tuning is easier if it's always on your mind
and integrated into your development

Software & Services Group, Developer Products Division

Copyright © 2014, Intel Corporation. All rights reserved. Optimizl‘_aii-lon
*Other brands and names are the property of their respective owners. Motice ===


http://software.intel.com/en-us/articles/optimization-notice/
http://software.intel.com/en-us/articles/optimization-notice/




INFORMATION IN THIS DOCUMENT IS PROVIDED “AS IS”. NO LICENSE, EXPRESS OR IMPLIED, BY
ESTOPPEL OR OTHERWISE, TO ANY INTELLECTUAL PROPERTY RIGHTS IS GRANTED BY THIS
DOCUMENT. INTEL ASSUMES NO LIABILITY WHATSOEVER AND INTEL DISCLAIMS ANY EXPRESS OR
IMPLIED WARRANTY, RELATING TO THIS INFORMATION INCLUDING LIABILITY OR WARRANTIES
RELATING TO FITNESS FOR A PARTICULAR PURPOSE, MERCHANTABILITY, OR INFRINGEMENT OF ANY
PATENT, COPYRIGHT OR OTHER INTELLECTUAL PROPERTY RIGHT.

Software and workloads used in performance tests may have been optimized for performance only on
Intel microprocessors. Performance tests, such as SYSmark and MobileMark, are measured using
specific computer systems, components, software, operations and functions. Any change to any of
those factors may cause the results to vary. You should consult other information and performance
tests to assist you in fully evaluating your contemplated purchases, including the performance of that
product when combined with other products.

Copyright © , Intel Corporation. All rights reserved. Intel, the Intel logo, Xeon, Core, VTune, and Cilk
are trademarks of Intel Corporation in the U.S. and other countries.

Optimization Notice

Intel’s compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that
are not unique to Intel microprocessors. These optimizations include SSE2, SSE3, and SSSE3 instruction sets and
other optimizations. Intel does not guarantee the availability, functionality, or effectiveness of any optimization on
microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are intended
for use with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture are reserved for
Intel microprocessors. Please refer to the applicable product User and Reference Guides for more information
regarding the specific instruction sets covered by this notice.
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